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Today’s Topic

OpenPsi @ I111S

* Sequence to Sequence Model and Attention Mechanism

e The Transformer Model

* Generation Speedup for Transformer Model
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RNN Recap

* Recurrent Neural Network i3 [
e Same MLP network over a sequence (i.e., “loops”) N
« Arbitrarily long sequences = fixed-sized vector ¥ W

* Training: backpropagation through time (BPTT)
* Practical Issues
* Weights/Gradient explosion and saturation

* A few tricks for gradient explosion A >
* Gradient clipping, truncated BPTT, careful initialization [ A %Bﬁifﬂ
* Long Short-Term Memory (LSTM) Network @'9

* A specialized RNN for.long-term dependency (~100 timesteps)
* Key ideas: elementary-gates

e Variants: bidirectional LSTM; PeeJolhoIe LSTIVI GRU; etc
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RNN Recap ] Eb SE} E%

lIThe'“ 1Iqu|‘ck|l llbrownﬂ '|If0x|l

e Autoregressive Language Model
* Generative model over texts: P(X) = 1 P(X;|X;<¢)
* LSTM language model: Y, hy = LSTM (hi_1, X;); ~P(X¢|X;<¢) = Softmax(Y;)
* Word Embedding

wit-2)
wit-1)

* Adistributed representation for word-semantics v

* Word2Vec: a tool for word embedding e
* Objective: from context ¢'to predict word w e
* CBOW and Skip-Gram ) 1)

* Negative Sampling
* Multi-class prediction = binary classification

wi(t+2)

NS

e D training corpus; ¥ vocabulary CBOW Skip-gram
1 exp(—wTc)

L(W,C) = E ] E 1 —
( ) 05 exp(—wTc) +1 * L 08 exp(—wTc) + 1
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RN Recap Ey

"The" "quick” "brown" "fox"

e Autoregressive Language Model

 Generative model over texts: P(X) = J[; P(X;|X;<f)
* LSTM language model: Y;, hy = LSTM (h;_+, X;); ~-P(X;|X;<;) = Softmax(Y;)

* Word Embedding
* Adistributed representation for word-semantics MD\ w(e2)
* Word2Vec: a tool for word embedding <>D\ /j e
* Objective: from context ¢ to predict word w e /
* CBOW and Skip-Gram Word2Vec is onlyforrepresentation IearnmgI )
* Negative Sampling It does not care about prediction accuracy! \DM

* Multi-class prediction = binary classification

e D training corpus; ¥ vocabulary CBOW Skip-gram

L(W,C) = E 1 . + E 1 exp(— W' c)
A 5 exp(—wTc) +1 o8 exp(—wTc) + 1
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RNN Recap e (o), (5) (o
LG T

"The" "quick” "brown" "fox"

e Autoregressive Language Model

* Generative model over texts: P(X) = 1 P(X;|X;<¢)
* LSTM language model: Y;, hy = LSTM (h;_+, X;); ~-P(X;|X;<;) = Softmax(Y;)
* Word Embedding

* Adistributed representation for word-semantics

* Word2Vec: a tool for word embedding

* More Techniques
* Hierarchical softmax
* Beam search
* ELMo for contextualized embeddings
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Language Model Applications

REZE
* Text Classification EEURERETER B,
 Supervised learning BIEA0X;, IREUARSE.
* Text Generation RTINS,
* p(X; 0): the probability for X EREAKRINISE.
* Unconditioned Generation HBERMITER,
* E.g., AR HALKAR S,
* Conditioned generation? e Y Ay
* E.g., Machine translation HETU R TR a Tt ¢
Deep learning is a papular-area infAl | ©® x REFIZARRIGIE, A

Shendi xuéxi shi Al de rémén lingyl.
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Machine Translation

A task of translating a sentence from a source language to the target
language

X: L'homme est né libre, et partout il est dans les fers

y: Man is‘born free, but everywhere he is in chains

ANEMBEH, ALTEREMPZzH. —— A% (HERAR) — Rousseau
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Machine Translation

e Before 2014: Statistical Machine Translation

* Extremely complex systems that require.massive'human efforts
» Separately designed components

* A lot of feature engineering

* Lots of linguistics domain knowledge and-expertise

e Before 2016:

* Google’s commercial translation product is based on statistical machine
translation

* What happened in.2014?
A borrowed-slide fromStanford CS224

4/13 Copyright @ 111S, Tsinghua University 9
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Sequence to Sequence Model

* Neural Machine Translation (NMT)
* Learning to translate via single end-to-end neural network!
 Source language X, thenY = f(X; 0)

* Sequence-to-Sequence Model (Seg2Seq; Sutskever et al, NIPS2014)
* NeurlPS 2024 test-of-time award
* Two RNNSs: fenc and faec, X = fene = h = faec =Y

* Encoder f,,,¢
* |t takes in X, and produce the'initial hidden state h for decoder
* We can use bidirectional RNN

* Decoder f ¢

* |t takes in'the hidden state h from f,,,. to generate Y
* Autoregressive language model

4/13 Copyright @ 111S, Tsinghua University 12
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Sequence to Sequence Model

The sequence-to-sequence model
Target sentehce (output)
Encoding of the source sentence. A

r \
Provides initial hidden state , ; _
for Decoder RNN. he hit me. with @ pie <END>

\ : g‘
< B0 20 )
pa S @ )
o o) 0 8
O 0 (0] Q
ge O (0] @
o o) :1° >
: ‘[ '[ -
= Z
m’ entarte <START> he  hit me with a pie
\ J
Y
Source sentence (input) Decoder RNN is a Language Model that generates

target sentence, conditioned on encoding.

EncoderRNN produces
an encoding of the

4/13 Copyright @ I11S, Tsinghua University 13
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Sequence to Sequence Model

* Seq2Seq is a conditioned language model

* h = fon(X) (final hidden state)
* Y = fi0c(h) (a LM that conditions on the initial hidden state h)

* Seq2Seq model is particularly generic for'a lot of applications
e Summarization (}§2£) or Captioning (iCFrmn)
 Article = abstract/caption
* Dialogue (XfiF)
* Previous utterance = next utterance

* Code generation
* Natural language = python

* VAE-based seqg2seq model for text generation with latent variables

4/13 Copyright @ 111S, Tsinghua University 14
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Sequence to Sequence Model

* How to train a seq2seq model?

* Collect a huge paired dataset and train.it end-to-end via BPTT!
* MLE learning for P(Y|X) = P(Y|fonc (X))

= negative log = negative log = negative log
1 T prob of“he” prob of “with” prob of <END>
/= ?th = Jol¥ Jo + s+ Jal+ Js + Jo + J7

=1 T & ﬁ A A A N

Encoder RNN
{_H
H_J

NNY J2poda(

if a m’ ", entarté <START> he hit me  with a pie
\ J \ J
Y Y
Source sentence (from corpus) Target sentence (from corpus)
4/13 Copyright @ LL1S, Tsinghua University 15
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Sequence to Sequence Model

* We can also make the model deeper!
» Stacked seq2seq model

\

f Translation
protests escalated over the | weekend <EOS>
generated
Encoder:
Builds up Decoder
sentence
meaning
Source Die Proteste waren am Wochenende eskaliert <E0S> The protests escalated | qver the weekend Feedlngln
sentence last word
Copyright @ I11S, Tsinghua University
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Sequence to Sequence Model

e 2016: Google switch google translate from SMT to NMT
* Seq2Seq paper has >28.6k citations since 2014

45 B Phrase-based SMT

40

MW Syntax-based SMT
35

30 W Neural MT
25
20
15
10

5

______4
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Sequence to Sequence Model

* Issue in the vanilla Seq2Seq model

* Alignment: the word-level correspondence between X and Y
* There are complex long-term dependencies

] »n
-
» 3 € E
QO @ Q9 W
4 o ® o
The Les The
Morgen ich nach Kanada| |ztr ‘Konfexénz poor pauvres poor
don't sont o
have démunis don't
any have
. , mone an
Tomorrow will fly to the eonferencey |in Canada y y
money
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Sequence to Sequence Model

* Issue in the vanilla Seq2Seq model
* The information bottleneck due to h
* We want each Y; to also focus on X; that it is-aligned with

Encoding of the
source sentence.

This needs to capture all Target'sentence (output)
information about the Is A N\
source sentence. he hit me with a pie <END>
Information bottleneckl

Encoder RNN
—
0000
o
(0000

i

il a m’  entarté <START> he hit me  with a pie

H,_/
NNY 19p02a(
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Sequence-to-Sequence with Attention

* NMT by Jointly Learning to Align and Translate
 Bahdanau, Cho & Bengio, ICLR 2015 (38.5k citation)

* Core idea:
* When decoding Y;, we consider both hidden states and alignments
* Hidden: hy_; from Y;¢, i.e., b2y = fgec Yist)
e Alignment: a direction connection to “key” words from X
* Which part of X to focus?

* Learn a softmax weight over X (attention distribution P,;¢)
* Puie(Xi|h¢~1): how much attention you want to put on word X;

* attention output hgp = Zifenc(Xi|Xj<i) - Pt (Xilhe-1)
* Use h;_; and hys+ to compute Y;
* Let’s go through the diagram before showing more details

4/13 Copyright @ 111S, Tsinghua University
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Sequence-to-Sequence with Attention

dot product

Attention
scores

o 0 @ 0 0 e}
= e .o .o o 5 0
S Z o[ “|le[ "|e[ @ ’lo
£ o) o) o) ¢} o)
il a m’  entarté <START>
\ J
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Sequence-to-Sequence with Attention

dot product

Attention
scores

©
] 0 0 o) o) o) S
EE of (ol Jo| .lo 5| O o
O = o ‘|lo[ ‘|o[ "|o ’lo @
S e (o |of |o 0 5

Z

il a m’  entarté <START>
\ J
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Sequence-to-Sequence with Attention

dot product

Attention
scores

O 0 0 0 0
e el .o .|o .o
il a m’ " entarté <START>
1\ J

v
Source sentence (input)

4/13 Copyright @ 111S, Tsinghua University
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Sequence-to-Sequence with Attention

dot product

Attention
scores

O
O o) o) &
] @
SZ) |e|l _e| .|e &
o @ @ @ =
=
T /|\ T i
il a m’  entarté <START>
\ J
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Sequence-to-Sequence with Attention

On this decoder timestep, we're
mostly focusing on the first
{ / encoder hidden state ("he”)

Take saftmax to turmthe scores
inteaprobability distribution

Attention
distribution

Attention
scores

o

o o| |[eo 0 S
= e .of o Q
o ] [ [ @
o @ @ @ =
=

T T T i

il a m’. entarté <START>
L J
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Sequence-to-Sequence with Attention

Attention < Use the attention distribUtion to fake a
output weighted sum of.the'encoder hidden
states.

The attention outpu{ mostly contains
infarmation from the hidden states that
received high attention.

Attention
distribution
—M

Attention
scores

o ) e ) 0 o
EEE o .ol ol .o q[e)
o= e |@® e “|e@ ’l@
AT @ ) 0 o o
il a m”. entarté <START>
\ J

4/13 Y Copyright @ 111S, Tsinghua University
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NNY 19p023(

OpenPsi @ I111S

26



Lecture 9, Deep Learning, 2025 Spring

Sequence-to-Sequence with Attention

Attention

Attention

Encoder

4/13

distribution

scores

RNN

Source sentence (input)

Attention he
output A
Concatengdte attentiogrputput
..................... 9, <+ with detoder hidden\state, then
H : A use to campute Papas before
@ (] () @ o
e O e O J0O
e |O | |0 “1©
(<] o () () o
il a m’ " entarté <START>
\ Y j Copyright @ 111S, Tsinghua University
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Sequence-to-Sequence with Attention

Attention hit
output

—

......
r

L
- N

Attention
distribution

— 7 A

Attention
scores

&
© o] (o (o (o o| Ao a
3 < o .|o| Jo| .o Sof o =
O o ‘|eo| ‘|e| |® oo ®
S e (o |o |o o] V|0 -
=
il a m’ " entarté <START> he
\ J .
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Sequence-to-Sequence with Attention

Attention

Attention

Encoder

4/13

distribution

scores

RNN

Y
Source sentence (input)

Attention me
output T
e [

o) e| |o o) o © o)
e O e |O | O Sl @ .JO
e |10 @ |@® “1.© | |10
(0] () () 0] (0] o] (0]
il a m?’ . entarté <START> he hit

1N J

Copyright @ I11S, Tsinghua University
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Sequence-to-Sequence with Attention

Attention
distribution

Attention

Encoder

4/13

scores

RNN

Attention
output

Ten.
......
"
aa,

Source sentence (input)

N

S

o) o o) o) o) el" [o o)

| O | . |O JO N o O O

o 10 @ |10 | @ O 10 O

o o (" @ 0] o O T

il a m’ . entarté <START> he hit me
\ J

Y Copyright @ I11S, Tsinghua University
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Sequence-to-Sequence with Attention

Attention q
output A
c S """"""""""" >y
0 = Ys
C o
40_'3 = “',.'
g0 = =
©
[
4
+ | -
o O Re—S
5 ?
<C
®
3 e] [eo] (o] [o o] [oh. fo] (o] [o 3
B o o fo| .|o JoL del” o] .|o| .|o =3
S o (o |(o] |o o|~\|o| |o| (o] |o -
Z
il a m’ . _entarté <START> he hit me  with
N J
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Sequence-to-Sequence with Attention

Attention pie
output T
_ s A - {)
S 2 i Y6
= 3 N
c o
= {
gD S T
©
[
29
+ | -
T O Re—
£ a
<
©
© o (o |o| |[o o| [el~([e]| (o] (o] |o 3
= el .o |o| .|o Jol Jop fo] Jof .ol .o Q
oz o “|o |e[ |o lof e[ lo[ "|o[ "|lo[ 1@ @
,5 @ @ @ () o O (@) 0] o o -
=
il a m’_ | entarté <START> he hit me  with a
\ J
Y
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Sequence-to-Sequence with Attention

* Attention in equations

* Input sequence X and encoder f,,,. and'decoder f4,.
* fonc(X) produces hidden states h{"¢, h§", .., hy ¢
* On timestep t, we have decoder hldden state ht

* Attention score e; = hi h{"¢
* Attention distribution a; = Py (X;) = softmax(e;)

* Attention output
hiEss ) achf™
i
° Yt~g(ht' h?gtc; 9)
« Sample output using both h; and h&%f

4/13 Copyright @ 111S, Tsinghua University
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Attention

* Attention is great!
* |t significantly improves NMT!
* |t solves the bottleneck problem and long-term dependency issue

* Also helps gradient vanishing problem 2 g g % = a
* |t provides some interpretability I
* We can understand the focus of RNN.decoder :
o

* Attention is a general technique
* Given a set of vectorwvalues V; and a vector query g
* Attention computes a weighted sum of values depending on g

* Attention can-learn arepresentation of an arbitrary set of vectors {v;}
depending on'query g

4/13 Copyright @ 111S, Tsinghua University 34
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Attention

OpenPsi @ I111S

* Attention can learn a representation of an arbitrary set of vectors {v;}
depending on query g
» a; = softmax(f(v;, q)) (attention distribution)
* Vgt = X @;V; (attention output)
e Attention is size-invariant and.order-invariant
* More use cases

* E.g., a representation of a'set‘of points (Pointer network, NIPS2015 & Deep
Sets, NIPS2017)

e E.g., include non-local information in CNN (Non-local network, CVPR18; Self-
Attention GAN, IEML19; BigGAN, ICLR 19)

4/13 Copyright @ 111S, Tsinghua University 35
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Attention

* Attention can learn a representation of an arbitrary set of vectors {v;}
depending on query g
» a; = softmax(f(v;, q)) (attention distribution)
* Vgt = X @;V; (attention output)

* Attention Variants f(v;, q)
* Multiplicative attention: f(v;, q) =.q' Wh;
W is a weight matrix
e Additive attention: f(v;, q) =u! tanh(W,v; + W,q)
e W;, W, are weight matrices
* uis a weightvector

e Expressiveness v.s. efficiency

4/13 Copyright @ 111S, Tsinghua University 36
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Sequence to Sequence Model with Attention

* Attention-Based Seq2Seq Model

* Use bidirectional LSTMs as your encoder for input‘data

* Use stacked LSTMs as your decoder for output data

* Use attention for long-term dependencies

4/13 Cl igh 111S, Tsinghua University 37



Lecture 9, Deep Learning, 2025 Spring OpenPsi @ I111S

Sequence to Sequence Model with Attention

* Attention-Based Seq2Seq Model

* Use bidirectional LSTMs as your encoder for input‘data

* Use stacked LSTMs as your decoder for output data

* Use attention for long-term dependencies

* Most NLP applications!

* till 2017 © Lots of trial
and error ]

2014-2017ish
an3 coviRIE E LI ETTee University PPPP?? =
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Sequence to Sequence Model with Attention

* Story So Far
* RNN Models

* Simple & Generic solution for sequence modeling
* |ssue for long-term dependencies

* Linear computations for distant words through a single latent state
* Lack of parallelization

* Forced sequential computation (contrast with CNN)

O(sequence length)

—> 000 D “—> 000 —

—> 000 «—> «—r 000 «—

4/13 opyright @ 111S, Tsinghua University 39
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Sequence to Sequence Model with Attention

* Story So Far
* RNN Models

* Simple & Generic solution for sequence modeling

* |ssue for long-term dependencies

* Linear computations for distant words through a single latent state
* Lack of parallelization

* Forced sequential computation (contrast with CNN)

* Attention

* Direct connection to-distant words attention

* O(N) computation but perfectly parallel!
e Attention is allwe heed? attention

embedding

4/13 Copyright @ I11S, Tsinghua University h h 40h
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Self-Attention

 Attention is all you need (NIPS2017, Google Brain)

* A purely attention-base architecture for'sequence‘modeling
* NO RNN at all

* Basic component: Self-Attention, Y = fc,(X;0)

* Coreidea: !
* X, attends on the entire X sequence
* Y, computed from X; and the attention output

* Equations for Y;
* Key k;, value v, query q; from X;

* kv, = g1(Xt; 0)
* Attention distribution a; ; = softmax(q{kj)
* Attention‘output out; = ¥; a; ; v;
* Y = g2(out;6)
“2 o |ssues of self-attention?

Copyright @ 111S, Tsinghua University
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Self-Attention

e Issues of Vanilla Self-Attention

* Notion of sequence order

e Attention is order-invariant
* Lack of non-linearities

e All the weights are simple linear weighted average
e Capability of autoregressive'modelling

* In generation tasks, the model cannot “look at the future”

* E.g., text generation
* Y; can only depend.on X;<;
* Vanilla self-attention focuses on the entire sequence

4/13 Copyright @ 111S, Tsinghua University 42
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Self-Attention

e Issues of Vanilla Self-Attention

* Notion of sequence order

e Attention is order-invariant
* Lack of non-linearities

e All the weights are simple linear weighted average
e Capability of autoregressive'modelling

* In generation tasks, the model cannot “look at the future”

* E.g., text generation
* Y; can only depend.on X;<;
* Vanilla self-attention focuses on the entire sequence
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Self-Attention

* Notion of Sequence Ordering

* Vanilla attention
« & = softmax(qiTEj); out; = 2; @; jU;
« ki, ¥, §, = g1(X,), do not contain position information
* |dea: position encoding
* p;: an embedding vector of position i
* k¢, Ve, qr = g1([Xe, pe]) include position features
* Practical remark:
« Additive can be sufficient: k< k; + Dy, qp < Gy + e, Vp < Ty + Dy
* p; is typically'only included in the first layer

* How to design'p;”?
* Note that the length-of a sequence can be long

4/13 Copyright @ 111S, Tsinghua University
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Self-Attention

* Notion of Sequence Ordering
* Idea: position encoding p;
« ki, ¥, §, = g1(X,), do not contain position‘information
* Design of p;
* Sinusoidal position representation
e Concatenate sinusoidal functions of varying periods

Heatmap of piij

/- . 2*1/d\ i A ERE S, ‘ : ¥, - ’ o
sin(i/10000 ) : _'-#:. _}‘c'_"-' ¥ "_l__'.l'-"r _._i.ﬁ' _l_,._::fi _j-"f
cos(i/10000%*1/4) e ——
P = : e
. £
a
sin(i/lOOOOz*%/d)
. 2*—/d
KCOS(l/lOOOO 2 )/ Index in the sequence

* Pros: simple, naturally modelling “relative position”, easily applied to long sequences
1 * Cons: not learnable; generalizatien,poqrly.to.sequences longer than training data 45
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Self-Attention

* Notion of Sequence Ordering

* Idea: position encoding p;
« ki, ¥, §, = g1(X,), do not contain position‘information
* Design of p;
* Sinusoidal position representation
* Learned absolute representation
* Let p; become a learned parameter vector!
* Assume maximum'length L; learn a matrix p € R**T, p, is a column of p
* A popular choice in practice!
* Pros:
* Flexible and learnable, more powerful
* Cons:
e Assume a fixed maximum length L, does not work at all for length above L
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Self-Attention

* Notion of Sequence Ordering

* Idea: position encoding p;

« ki, ¥, §, = g1(X,), do not contain position‘information
* Design of p;

* Sinusoidal position representation

* Learned absolute representation

* Relative position representation (ACL2018, Google)
* When computing attention, relative distance is important!

* ;; = softmax (q;‘r(kj + p[i—j]))
* out; = Zj ai,j(vj + p[i—j])
* Bounded relative distance p; = Pmax(—k,min(k,t))

* Truncatet < —ktokandt > ktok
* Pros: learned representatlon and extrapolate well; More powerful.

4/13 Copyright @ 111S, Tsinghua University

e Cons: computation overhead (refer to the paper for implementation tricks)
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Self-Attention BREAEES

Xll Xl 1. 2
. . m
* Notion of Sequence Ordering d=2_\ ;4" -

* Idea: position encoding p; cprore [N . NG 3 (1] LT
~ ~ ~ . Transformer o] | | == [ 1] 2 CET 1 e Ll
* ki, Vs, Gy = g1(X;), do not contain § A, S— ; o o PO e o
e Design of D¢ Rorary (RIS «++ [T . 90 0 [
: : . , posttion (1] +++ [T T O -+ (L
* Sinusoidal position representation empebainy, [T -+ T 6 i -

* Learned absolute representation
* Relative position representation O = {#; = 10000~20-D/d j c[1,2,....d/2]}

* Rotary position embedding (RoPE; Roformer, 2021)
* Relative position butfactored-computation @}k, = (RS, W x,,)T (RS, W yx,) = 2TW R, W,

cosmfl; —sinmf, 0 0 0 0 \ R% n—m — (R% m)TR% n
sinmf;  cosmby 0 0 0 0 ’ ’ ’
0 0 cos mby ~=sinmb- 0 0 Remark:
Ry, = 0 0 sin g\ \Ldos mbz 0 0 « Compatible with any dimension and length
: ; ; * Fast computation
0 0 0 0 cosmbyo  —sinmby o

Si G/ S T Jriversity Effective in practice ®
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Self-Attention

e Issues of Vanilla Self-Attention

* Notion of sequence order

e Solution: position encoding
* Lack of non-linearities

e All the weights are simple linear weighted average
e Capability of autoregressive'modelling

* In generation tasks, the model cannot “look at the future”

* E.g., text generation
* Y; can only depend.on X;<;
* Vanilla self-attention focuses on the entire sequence
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Self-Attention

e Issues of Vanilla Self-Attention

* Notion of sequence order

e Solution: position encoding
* Lack of non-linearities

e All the weights are simple linear weighted average
e Capability of autoregressive'modelling

* In generation tasks, the model cannot “look at the future”

* E.g., text generation
* Y; can only depend.on X;<;
* Vanilla self-attention focuses on the entire sequence
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Self-Attention

* Combine nonlinearities in self-attention

* Vanilla self-attention
* No element-wise activation functions (e.g.;-ReLU,.tanh)
* Only weighted average and softmax.operators

* Essentially linear transformations ofiinputs I
. FF
 Easy fix: T

* Add an MLP to process out;
« m; = MLP(out;)

o = Wz . RELU(Wl . outi + bl) + bz FTF
 Remark I

* we do not put activation layer before softmax

4/13 Copyright @ 111S, Tsinghua University Th
e
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I | I

FF FF FF

! ! !
self-attention

: : cos

FF FF FF

! ! !

self-attention
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Self-Attention

e Issues of Vanilla Self-Attention

* Notion of sequence order
e Solution: position encoding
* Lack of non-linearities
e Solution: post-processing MLP,/layer
e Capability of autoregressive'modelling

* In generation tasks, the model cannot “look at the future”

* E.g., text generation
* Y; can only depend.on X;<;
* Vanilla self-attention focuses on the entire sequence
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Self-Attention

e Issues of Vanilla Self-Attention

* Notion of sequence order
e Solution: position encoding
* Lack of non-linearities
e Solution: post-processing MLP-layer
e Capability of autoregressive'modelling

* In generation tasks, the model cannot “look at the future”

* E.g., text generation
* Y; can only depend.on X;<;
* Vanilla self-attention focuses on the entire sequence
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Self-Attention

* Autoregressive Modeling

* In language mode decoder: model P(Y:{Xi<¢)
* out; cannot loot at future X;<;
* Naive solution:

* For each t, a varying for-loop only.iterating.overi < t
* Varying for-loop for each t, parallelization.unfriendly

e Masked Attention

* Computee; ; = qiTkj as:usual (perfect parallel)

* Mask out e; ; by setting e;»; = —0 (perfect parallel)
c e (1—M)« —oo; Mis afixed 0/1 mask matrix

e Then computew; = softmax(e;) (perfect parallel)

* Remark:
e M =1 for full self-attention

4/13 Copyright |'@d”8 .Tsinghua University

* Set M for arbitrary dependency ordetin
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Self-Attention

* Issues of Vanilla Self-Attention
* Notion of sequence order
e Solution: position encoding

* Lack of non-linearities
e Solution: post-processing MLP-layer

e Capability of autoregressive'modelling
e Solution: masked self-attention

4/13 Copyright @ 111S, Tsinghua University
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Self-Attention

e Issues of Vanilla Self-Attention

* Notion of sequence order
e Solution: position encoding

* Lack of non-linearities
e Solution: post-processing MLP-layer

* Capability of autoregressive'modelling
* Solution: masked self-attention

 Basic building block for the famous “Transformer” model!
* Attention is all'you need (NIPS2017, Vaswani et al, Google)
» Self-attention + a few more other enhancements!
* A milestone: first. pure attention-based model for effective sequence modeling
13 * Originally proposed for NMT; . Saan deminates.general sequence modeling problems 56
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Transformer Model

* Transformer-based sequence-to-sequence modeling

[predictions!]
t
Transformer

Decoder
[deceder attends t [
I self-attention to encoder states] °

Transformer
Decoder

4/13
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Transformer Model

* Transformer-based sequence-to-sequence modeling

* Basic building blocks: masked self-attention

* Enhancements
* Key-query-value attention
e Obtain q¢, v, k_t from X;
e g, =WIX;; v, = WYX,; kp= WX, (position encoding omitted)
« W WY WX are learnable weight matrices

ca;j = softmax(q; k; ) out; = X & jv; All pairs of
* Intuition: key, query, and value can focus on XQ = XQKTXxT attention scores!
: . T yT
different parts of.iinput KX € RTXT

/_/

softmax| xQkTXT | xy =

4/13 Copyright @ 111S, Tsinghua University output € Bl <d



Lecture 9, Deep Learning, 2025 Spring

Transformer Model

* Transformer-based sequence-to-sequence modeling

* Basic building blocks: masked self-attention

* Enhancements

* Key-query-value attention
* Multi-headed attention
* Standard attention = single=headed attention
* X, €RY, Q,K,VeR™
* We only “look at” asingle position j with high «; ;
* What if we want to look at different j for different reasons?
* |dea: define h-separate attention heads
» h different attention distributions, keys, values and queries
- QLKL V! e Rdx%, for1<l<h
. al] =_softmax (qll k]l) out! = = ]v]l

4/13 Copyright @ 111S, TS|nqhua Unlver5|ty
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#Params Unchanged!

Single-head attention
(just the query matrix)

X XQ
Q:

Multi-head attention

(just two heads here)

X XQ, XQ,
Q102 =
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Transformer Model

* Transformer-based sequence-to-sequenc
* Basic building blocks: masked self-attention

* Enhancements

* Key-query-value attention
* Multi-headed attention
* Standard attention = single=headed attention
* X, €RY, Q,K,VeR™
* We only “look at” asingle position j with hig
* What if we want to look at different j for dif
* |dea: define h-separate attention heads
» h different attention distributions, keys, valu

d
« QLKLV eRPh, for1<l<h

l 171 _ l
* q;; =ssoftmax (ql- k]) out; =D al iV

4/13
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Utterance Level Representation

= (i C [
C= It = 3
|:| _ ‘ | Attention 3
Wiag, Wiz W33z Wy3 Ws3 Wgs W3
£ Attention 2
- I:lhhhlj""':l'_ [ e |
Wiz Wi Wz Wiy Wss Wes Wp2

Attention 1
Wi1 Wa1 W3q Wy Wsp Wgq W1

Head 3

Head 2

Head 1
hy h, h hy hs he Ry
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Transformer Model

* Transformer-based sequence-to-sequence modeling

* Basic building blocks: masked self-attention

* Enhancements

* Key-query-value attention
e Multi-headed attention

e Architecture modifications
* Residual connection
* Layer normalization
* outy = LN(fs4(X¢, M) 4 X;); my = LN(MLP(out,) + out,)
* Scaled dot product
* Intuition: when dimension d becomes large, g k can be large
* Issue.input to-softmax can be large and make gradient small
T
e a!. =softmax <q£ 4

l
4/13 J \/ d/h>Copyriqht @ 111S, Tsinghua University
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Transformer Model

* Transformer-based sequence-to-sequence modeling Feed

* Basic building blocks: masked self-attention
* Position encoding
* Post-processing MLP
e Attention mask

* Enhancements
* Key-query-value attention
e Multi-headed attention

* Architecture modifications
* Residual connection
* Layer normalization
* Scaled dotproduct

4/13 Copyright @ 111S, Tsinghua University
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Input Cutput
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Transformer-Based Seq2Seq Model

Output
Probahbilities

—

Linear
-

' )
l Add & Norm |-'l-\

Fead
Forward

~ Add & Norm [ SoftMax ]

1
—Ladd & o } Multi-Head |~ — .
Feed Attention ]
Forwar 7 7 J aled Dot-Product n I Mask (opt.) l
I Add &_Nr::rm : . : m Attentiﬂn
M. T 1 |

-

A

Nx | —{"Add & Nom )
Muli-Head ﬂ#”m—‘_ﬂ# L Scale
Attention Attention
_t _t Linear Linear
h J N . J MatMUI
Positional D ¢ Positional
Encoding ] ] Encoding 1 1
Input Chutput
Embedding Embedding V K Q K V
] I -
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Transformer-Based Seq2Seq Model

Output
Probabilities
- ol
Cross-attention e
Conditioning on encoder — B
hidden states! MatMul
:‘ 'S 1 B Add & Norm ‘: [ SDﬁMBX ]
. (~~iAdd 2 Norm } Muiti-Head - - .
. Feed Attention ] .
. Forward 7 7 7 . aled Dot-Product E&n > I Mask (opt.) l

o

’..“l.""1"."“.“%."*.- g; Attention

N Add & Norm -
fonailiE ey 4 Scale
Attention Attention
'} ) " ) Linear Linear
——] J \ o/ MatMul
Positional D ¢ Positional
Encoding ] ; Encoding 1 1
Input Chutput
Embedding Embedding V K Q K V
f | -
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Transformer-Based Seg2Seq Model

* Cross-attention

* The conditioning part of transformer
* Decoder can generate texts conditioning on'the input sequence
* Just like standard attention in RNN seq2seq model

* z;: decoder SA module inputs

* h;: encoder output hidden states

* For each decoder out;, we attend.on encoder hiddens
* Query from decoder: g = Wz

* Key and value from encoder: k; = thj; v; = WYh;
T

qi kj
° al] — SoftmaX( \l/a]), Ou’tl = LN(Z] C(UU] + Zl)

* Many practical variants can be implemented

4/13 Copyright @ 111S, Tsinghua University
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Transformer-Based Seq2Seq Model

Output
Probahbilities

—

Linear
-

' )
l Add & Norm |-'l-\

Fead
Forward

~ Add & Norm [ SoftMax ]

1
—Ladd & o } Multi-Head |~ — .
Feed Attention ]
Forwar 7 7 J aled Dot-Product n I Mask (opt.) l
I Add &_Nr::rm : . : m Attentiﬂn
M. T 1 |

-

A

Nx | —{"Add & Nom )
Muli-Head ﬂ#”m—‘_ﬂ# L Scale
Attention Attention
_t _t Linear Linear
h J N . J MatMUI
Positional D ¢ Positional
Encoding ] ] Encoding 1 1
Input Chutput
Embedding Embedding V K Q K V
] I -
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Transformer-Based Seq2Seq Model

* Machine translation with transformer (NIPS2017,-Google)

4/13

Training Cost (FLOPs)

BLEU
Model

EN-DE EN-FR EN-DE EN-FR
ByteNet [18] 23,75
Deep-Att + PosUnk [39] 39.2 1.0-10%"
GNMT + RL [38] 24:6 39.92 2.3.10"  1.4.10%
ConvS2S [9] 2516  40.46 0.6-10® 1.5.10%
MoE [32 26.03  40.56 2.0-1019 1.2.1020
Deep-Att + PosUnk Ensemble [39] 40.4 8.0 - 10%°
GNMT + RL Ensemble[38] 26.30  41.16 1.8-10%°  1.1.10%
ConvS2S Ensemble [9] 26.36 41.29 771017 1.2.10%0
Transformer(base model) 27.3 38.1 3.3.10'8
Transformer (big) 28.4 41.8 2.3-10"

Copyright @ 111S, Tsinghua University
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Transformer-Based Seq2Seq Model

OpenPsi @ I111S

* Generating Wikipedia by summarizing long sequences (ICLR2018,
Google)

* Document generation

Model Test perplexity ROUGE-L
seq2seq-attention, L = 500 5.04952 12.7
Transformer-ED, L = 500 2.46645 34.2
Transformer-D, L = 4000 2.22216 33.6
Transformer-DMCA~u0 MoE-layer, L = 11000 2.05159 36.2
Transformer-DMCA, MoE-128, L = 11000 1.92871 37.9
Transformer-PDMCA, MbE-256, L = 7500 1.90325 38.8

4/13 Copyright @ 111S, Tsinghua University 68



Lecture 9, Deep Learning, 2025 Spring OpenPsi @ I111S

Transformer Model for Images

e Vision Transformer (ViT, Google Brain, ICLR 2021, 33.4k citation)

* An Image is Worth 16x16 Words: Transfoarmers forilmage Recognition at Scale
 Decompose an image to 16x16 patches-and then apply transformer encoder

Vision Transformer (ViT)

MLP
Head

Transformer Encoder

Transformer Encoder

Attention

Norm

l
) LT Err)

E t l

embe dd ng Linear Projection of Flattened Patches

I 1
.\ 17

[ Multi-Head ]

w‘m

= ] &:gn}l, it p—— |

i i

[ Embedded ]

Patches 69
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Transformer Model for Images

e Vision Transformer (ViT, Google Brain, ICLR 2021, 33.4k citation)

* An Image is Worth 16x16 Words: Transfoarmers forilmage Recognition at Scale
 Decompose an image to 16x16 patches-and then apply transformer encoder

Ours-JFT Ours<JET Ours-121k BiT-L Noisy Student

(ViT-H/14) (ViT-L/16) . (VAT-L/16) (ResNetl152x4) (EfficientNet-L2)
ImageNet 88.554+0.04 R7.76+£003  85.30£0.02 87.54+0.02 88.4/88.5*
ImageNet Real 90.72 +0.05. ( 90.54 £0:03. " 88.62+0.05 90.54 90.55
CIFAR-10 99.50 +0.06." 99.42+003 99.15+0.03 99.37 +0.06 —
CIFAR-100 94.55+004 .93.90+0.05 93.25+0.05 93.51 +0.08 —
Oxford-IIIT Pets 97.56+0.03 97:32+0.11 94.67+0.15 96.62 +0.23 —
Oxford Flowers-102 9968 +0.02 99.74+0.00 99.61+0.02 99.63 +0.03 —
VTAB (19 tasks) 77.63+023 ' 76.284+046 72.72+0.21 76.29 +1.70 —

TPUv3-core-days 2.5k 0.68k 0.23k 9.9k 12.3k
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Transformer Model for Images

e Swin Transformer (MSRA, CVPR 2021 best paper)

* Build hierarchical feature maps at different resolution
 Self-attention only within each block (linear computation for image size)
» Shifted block partitions to encode information between blocks

segmentation ' .
classification  detection ... classification
A Layer 1 Layer 1+1

, v

/ : / / 16x
e = A local window tf)
perform self-attention

//?/ //// / /%X =

M 4 B //
Figure 2. An illustration of the shifted window approach for com-
@@%

(:}:{33SWIH TranSformer (OurS) (b) Vnyrlqht @ 111S, Tsinghua University

A patch
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Transformer Model for Images

e Swin Transformer (MSRA, CVPR 2021 best paper)

4/13

* Build hierarchical feature maps at different resolution

» Self-attention only within each block (linear computation for image size)
» Shifted block partitions to encode information between blocks

-Vd St-dev \'% S
Method AI;E;?;P}}“S" Af’tbeoitzg;ma“‘ #pargm. REORS MethogDEzogackbone mIc1)1U stceobrte #param. FLOPs FPS
RepPointsV2* [I2][ - — - 521 - | AW - DLabys [11] ReNerdol | 441 - | 6aM  1021G 160
, ab.v3+ esNet- . - 6 6.
GONet*[7] | SI8 447 {523 454 [ 1041G ACNCI[[]] ol | aee aasl
RelationNet++* [1 3] - - 927 - - - DNL|[71] ResNet-101 | 460 56.2| 69M 1249G 14.8
SpineNet-190 [21] | 526 - |528 - 164M  1885G OCRNet [73] ResNet-101 | 453 56.0| 56M 923G 19.3
ResNeSt-200% [78] | 52.5 - | 53.3( 47.1 - \ UperNet [69] ResNet-101 | 449 - | 86M  1029G 20.1
EfficientDet-D7 [59]| 54 .4 - 55.1 - 7IM 410G OCRNet [73] HRNet-w48 | 45.7 - TIM 664G 12.5
DetectoRS* [16] _ _ 5577 48.5 ¢ _ DLab.v3+ [ 1] ResNeSt-101| 46.9 55.1| 66M 1051G 11.9
. -Large JU.C . z - -
Copy—_pabte [26] 559 47.2 56.0 474 | 185M 1440G TperNet DeiL.ST 0 - M 1099G 162
X101-64 (HTC++) | 52.3 746.0 - - 155M 1033G UperNet SwinT 161 5 60M_ 945G 185
Swin-B (HTC++)+.564 1 49.1 | ~ - 160M  1043G UperNet Swin-S | 493 - | 8IM 1038G 15.2
Swin-L (HTC++)~| 57.1 49.5 157.7-50.2 | 284M 1470G UperNet Swin-B¥ 516 - 12IM  1841G 8.7
Swin-L (HTC++)* | 8.0 50.4 | 58.7 51.1 | 284M - UperNet Swin-L' | 53.5 62.8| 234M 3230G 6.2
Table 2. Results on COCO object detection and instance segmen- Table 3. Results of semantic segmentation on the ADE20K val

tation. 'denotes that additional decovolution layers SHRYTIRCES 1415 Tsinahuadthierditgl.  indicates additional deconvolution layers are used

d hi hical f  indi Iti ) . to produce hierarchical feature maps. I indicates that the model is
produce nierarchical feature maps. = indicates multi-scale testing. pre-trained on ImageNet-22K.

OpenPsi @ I111S
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Comparisons

e CNN v.s. LSTM v.s. Transformer

Convolution Recurrence Self-Attention

The cat  sat on the  mat The ca, St &M tife A\ mat The cat  sat on the mat

Context length L Temporal Convelution Transformer

Layers

Generation

(

Inference (\
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Comparisons

e CNN v.s. LSTM v.s. Transformer

Convolution Recurrence Self-Attention

The cat  sat on the  mat The ca, St &M tife A\ mat The cat  sat on the mat

Context length L Temporal Convelution Transformer
Layers O(logl) 0(1) 0(1)
Generation

(

Inference (\
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Comparisons

e CNN v.s. LSTM v.s. Transformer

Convolution Recurrence Self-Attention

The cat  sat on the  mat The ca, St &M tife A\ mat The cat  sat on the mat

Context length L Temporal Convelution Transformer
Layers O(logl) 0(1) 0(1)
Generation O(LloglL) 0O(L) 0(L?)

(

Inference (\
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Comparisons

e CNN v.s. LSTM v.s. Transformer

Convolution Recurrence Self-Attention

The cat  sat on the  mat The ca, St &M tife A\ mat The cat  sat on the mat

Context length L Temporal Convelution Transformer
Layers O (logl) 0(1) 0(1)
Generation O(LlogL) 0(L) 0(L?)
Inference d O(oglL) O(L) 0(1)
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Comparisons

e CNN v.s. LSTM v.s. Transformer

OpenPsi @ I111S

Convolution

The cat sat on the

mat

Recurrence

1 82 8 = =

‘ 4

The cak sal on the

:

pnat

The

Self=Attention

cat sat on the

mat

Context length L Temporal Convelution Transformer
Layers O (logl) 0(1) 0(1)
Generation O(Llogl) O(L) 0(L?)
Inference d O(oglL) O(L) 0(1)

4/13

Canwwe speedup.transfermergeneration?

Quadratic!!
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Speed up Transformers

* Quadratic generation cost

« O(L?) for length L: sequential generation 0O (L) X attention O (L)
« What if we want to model sequence length-of, say, L.> 10*

4/13 Copyright @ 111S, Tsinghua University 78
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Speed up Transformers

* Quadratic generation cost
e O(L?) for length L: sequential generation-O(L) X'attention O (L)

 Make attention faster/better
e Large-scale training: transformer-XL;XL-net (Zhilin Yang, et al, Google, 2020)
Projection tricks: Linformer (Facebook Al, O (n) computation, 2020)
Math tricks: Performer (Google, O (n).computation, 2020)
Sparse interactions:
* Big Bird (Google, 2020), Multi-head. Latent Attention (DeepSeek, 2024 https:/planetbanatt.net/articles/mla.html

Fast and memory-efficientattention:
* Flash Attention (Tri Dao, et al,2022) and Ring Attention (Hao Liu, et al, 2023)
» System engines.for fast generation: vLLM (Berkeley) and SGLang (xAl & UCLA)
Even Parallel/Contextualized RNN (make RNN great again):
« RWKV RNN (Open-Source, 2023) & Mamba (Gu, Albert and Tri Dao, 2023)

4/13 Copyright, @ 1118, Tinnqhua Univeﬁitv

Reduce attention flatten issue when length grows: Scalable-Softmax (2025)
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Speed up Transformers

* Quadratic generation cost
« O(L?) for length L: sequential generation'0 (L) X attention O (L)
 Remark:

* |deally, attention can be computedin parallel given unbounded computation
and memory bandwidth

* Can we accelerate autoregressive generation?

* This is the key bottleneck for language model generation, which cannot be
accelerate by hardware improvement

4/13 Copyright @ 111S, Tsinghua University 80
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Beyond Autoregressive Generation

upt\® @ @9 NP @ 0O 2 0O OO0 QO Q@ O

* WaveNet (Recap) doen ) of 672

* Let’s use the language model notations Hidden, &
Layer =
* Outputy, ...y; :
* Input X1 - X (xl- — yi—l) Hf;yir:

* o) = LipWilx1..0)
* y; can only computed after y;_4
* (V) = N(ug(x1..0), exp?(ag (x1..))) p(ilx1..0)

nut @ @ O 0000000000 OGOO

° . = . QQ . N ; N A A ' N . ' utou
Xi < Yi-1 R e "} Diaton -5
* yl—l IS part Of InpUt Of yl C:)C:) :,II, I,/JI,\I, ; Q Hidden Layer

Dilation = 4

Hidden Layer
. Dilation = 2

+ Can we compute§p without waiting? =~ __——
(T N ____.-"j\' / N

Hidden Layer
Dilation =1

4/13 Copyright @ 1S, Input
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Beyond Autoregressive Generation

* WaveNet (Recap)

* Let’s use the language model notations

4/13

* Outputy, ...y;
* Inputxq ...x; (x; = y;—1)
* p) =1LipWilx:1..0)

e Reparameterization trick
« z; ~N(0,1)

* y; « ug(xq. ;) +z; - explag(x1,.;))

* Xi < YVi-1

Copyright @ 111S, Tsinghua Univi

ersity
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upt\® @ @9 NP @ 0O 2 0O OO0 QO Q@ O

Hidden
Layer

Hidden
Layer

Hidden
Layer

nut @ @ O 0000000000 OGOO
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zp= 2z -exp(a;) +u; Vie{l...n}

 WaveNet (Recap) dlatribunoL.

* Let’s use the language model notations
* Outputy, ...y;
* Inputxq ...x; (x; = y;—1)
* p() =1LipWilx1.)
* Reparameterization trick
7, ~N(0,1)
* ¥i < ue(xy ;) + z; - explag (i, )) Base

distribution
* X < Yi

1

L2

Z1

T L1

OpenPsi @ I111S

i

T

Zi1

* X; can be written-as a function of z; ; without compromising the

representation powerl
e Each x is corresponding to a unique z! (your homework)
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Beyond Autoregressive Generation

xz; =2z -expla;) +p Vie{l..

 Parallel WaveNet (DeepMind, ICML 2018) M

* Sequential modeling notation (ignore y) dissiyjon
* Sequence tokens x & latent variable z
* p(0) = IlipCxilxs o)
e Reparameterization trick
« z; ~N(0,1) o L
* X; < Ug(z1 ;1) + z; - explag(z1 1))
» Parallel generation
* First generate z and then x

I T2 T T Z;

Base

distribution &l Zg |ttt %1 | &
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Beyond Autoregressive Generation

xz; =2z -expla;) +p Vie{l..

 Parallel WaveNet (DeepMind, ICML 2018) M

* Sequential modeling notation (ignore y) distigyon
* Sequence tokens x & latent variable z
* p(x) = 11;pCeilxs. )

e Reparameterization trick
« z; ~N(0,1) e L
* X; < Ug(Z1.i-1) + z; - exp(ag(21_i—1))

» Parallel generation
* First generate z and then x

 What about inference?
* Given x, howto computep(x) for MLE training?

I T2 U L1 | X

Base

distribution &l Zg |ttt %1 | &
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Beyond Autoregressive Generation

xz; =2z -expla;) +p Vie{l..

 Parallel WaveNet (DeepMind, ICML 2018) M

* Sequential modeling notation (ignore y) dissiyjon
* Sequence tokens x & latent variable z
* p(0) = IlipCxilxs o)
e Reparameterization trick
« z; ~N(0,1) o L
© x; < po(z1.i-1) +7z; - exp(ag (21, i-1))
» Parallel generation
* First generate z and then x
* Sequential inference O (L)
* Xx; is a function of z; ...z;

* z; < (x; —u;)/ exp(a;)
13 » z; can only be recovered after.zZiimZis 1:ik$.COMpPUted "

I T2 T T Z;

Base

distribution &l Zg |ttt %1 | &

.n}

Ln
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Beyond Autoregressive Generation

* Parallel WaveNet (DeepMind, ICML 2018)

z; = 2 - explay) +p; Vie{l...n} z; =z -exp(ai) + p; Vi€ {l...n}

Transformed TragglorMed T o | | Ti—1 | Ty SR
I ) . .. i H H 1— Z n
distribution 1 ) Ti 1| o T distribution
Base o P, Base z z ... z, z?: s z
distribution S %1 | % Zn distribution 1 2 i-1 n
Standard WaveNet Parallel WaveNet
* Autoregressive generation O(L log L) * Parallel generation O(log L)

4/13 Copyright @ 111S, Tsinghua University
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Beyond Autoregressive Generation

e Parallel WaveNet (DeeoMlnd ICML 2018)

m — > .ovnl~.) L Vi L1 mnl
xr; = 2; - expla;) + Vic{l...n} o R Y -
Tragsformed . Ce
Transformed i ) A e distriBution L1 L2 Ti—1 | &y Ln
distribution Z1 T2 Li-1 T Ln
A
° oz A o
Can we inheritithe good parts from both sides?
; LA
ol i
v v
B Base A
dlas:ﬁhutlon 21 23 PR T | 2 T Zn distribution 21 22 Zi-1 o Zn
Standard WaveNet Parallel WaveNet
* Autoregressive generation O(L log L) * Parallel generation O(logL)
4/13 Copyright @ I11S, Tsinghua University
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Beyond Autoregressive Generation

 Parallel WaveNet (DeepMind, ICML 2018)

» Key facts
» Standard WaveNet is fast for training (inference is.fast)
* Parallel WaveNet is fast for serving (generation is fast)

 Distillation by teacher-student framework!
* Teacher: pr(x;|x<;) a standard WaveNet for training on massive data

e Student: ps(x;|z.;) a parallel WaveNet for serving
* pg is trained by distillation from py
* i.e., minimize the KL-difference between pqs(x) and pr(x)

e Algorithm Sketch
» Step 1: Trainteacher.p(x;|x<;) network and fix it
* Step 2: Minimize the KL-difference KL (ps||pr)
* Finally we use pg(x) for fast sampling

4/13 Copyright @ 111S, Tsinghua University
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Beyond Autoregressive Generation

 Parallel WaveNet (DeepMind, ICML 2018)

» Key facts
» Standard WaveNet is fast for training (inference is.fast)
* Parallel WaveNet is fast for serving (generation is fast)

 Distillation by teacher-student framework!
* Teacher: pr(x;|x<;) a standard WaveNet for training on massive data

e Student: ps(x;|z.;) a parallel WaveNet for serving
* pg is trained by distillation from py
* i.e., minimize the KL-difference between pqs(x) and pr(x)

e Algorithm Sketch
» Step 1: Trainteacher.p(x;|x<;) network and fix it
* Step 2: Minimize the Ki-difference KL(ps||pr) Pay attention to the order!
* Finally we use pg(x) for fast sampling

4/13 Copyright @ 111S, Tsinghua University 90
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 Parallel WaveNet (DeepMind, ICML 2018)

e Teacher-Student Learning
* Pretrain py(x) and then train ps(x) by imitation learning

e Distance measure for two distributions

p(x)

* KL divergence: KL(p||q) = Ex<p llogq(x)

e Distillation (Imitation learning)
L(0) = KL(ps||lpr)= Ex<psllogps(x; 8) —log pr(x)]
* Monte Carlo estimates for the-expectation
* Key: sample from the student network!
* Sample z~N(0,1), generate x~ps(x|z) (parallel)
* Evaluate ps(x|z) (parallel'since z is known)

* Evaluate p7(x) (parallel since py(x) is a standard autoregressive model)

4/13 Copyright @ 111S, Tsinghua University
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Beyond Autoregressive Generation

 Parallel WaveNet (DeepMind, ICML 2018)

e Teacher-Student Learning
* Pretrain p7(x) and then train ps(x) by imitation learning

* Speedup

e 20x faster than real-time WaveNet Teacher xo OO D e D e EeeE e s E?Cheromgm
2Ty
e 1000x faster than WaveNet AN~ 00000 0gTT00 000, -
. inguistic features -----» | o o 6 6 5 )
* Google production m ﬂ “/O(O
@] Q O O O O O @]
* Remark LA AT
* A reparameterization trick is assumed! ! i t 1 } Generated Samples
© o0 000 0000©@©@O0O©O0O0O0 ;= g(zi|z<i)

! f f ! !
WaveNet Student O 00000000000 0 0 0. \ j;u(dentOutr);ut
_ TilZeg
"0 0O C O O O I e

 What about language-model? o e
+ Output are discrete'tokens R /ﬂ //ﬁ/

J LA NN

1

* No parameterization available oo /1

4/13 Copyright @ 111S, Tsinghua University 2
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Beyond Autoregressive Generation

e Diffusion-based language model
* Key idea: use a diffusion model to generate all tokens at once!
* |dea#l: treat embeddings of tokens as images

Gaussian Noise Denoising Rounding Text
Pe(Xt 1 lXt p() W | xo
Xt | Xt— 1 Xo ! W
Noising Embeddmg

* Pros: we can directly apply all techniques from diffusion models
* Cons: length issue, extremely high dimensions, poor generation quality
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e Diffusion-based language model
* Key idea: use a diffusion model to generate all tokens at once!
* |dea#l: treat embeddings of tokens as images
* |dea#2: define the denoising processiover token masks

Forward Process (data to noise)

t=0 | > =T
@ QOO OOO0 OVOD
t=0 | t=T

Reverse Process (noise to data)

* Pros: reduce denoising-operator to standard token prediction, reasonable quality
* Cons: length issue, no denoising acceleration anymore

4/13 Copyright @ 111S, Tsinghua University

* Any simpler method for joint token predictions?
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e Multi-Token Prediction (ICML 2024)

4/13

* Key insight p(x1.) = []; p(x1)

OpenPsi @ I111S

 When the sequence length L is really short; we can break the sequential dependency

* Predict K tokens jointly in parallel

K
* p(Xi—k41 ilx1i—k) = jzlp(xi—j+1|x1...i—l{)

* Small K & larger models higher gains d-token
MBPP Pass@]1 gains with 4-token,prediction targets
Baseline .0
| |
13B - 26.0 [N ————
8 6.7B - 23.9 S I=—
» 3B- 112 —_—
(<b)
'g 1.3B - 6.8 |[——
2. 0.6B- —— 4.7
Copyright @ 111S, Tsinghua Univdrgg
0.3B - — |18 Teiputs

Discarded at inference (or used to speed up model up to 3 times)

34 45 5
56 67
| 1, | |

— )
— B
e &
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Beyond Autoregressive Generation

e Multi-Token Prediction (ICML 2024)
* Keyinsight p(x1.1) = [1; p(x;)
 When the sequence length L is really short;; we can break the sequential dependency
* Predict K tokens jointly in parallel
* P(Xi—k41.ilX1i—k) & 5(:1 PLG 11X Cise)
* Understanding multi-token prediction

* Using a faster but worse model (independent model) to approximate the target
distribution (full language model)

e Other choice of fast sampling‘odel?
* E.g.,an LSTM, or a just smaller model
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Beyond Autoregressive Generation

 Speculative Decoding (ICML 2023)

» Key facts
* A general language model p(x) is fast at evaluation but slow at generation
* A sampling model q(x) is fast at generation but at low quality

* Goal: adaptively use g(x) to generate at easy cases
* How to define easy cases?
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Beyond Autoregressive Generation

 Speculative Decoding (ICML 2023)

» Key facts

* A general language model p(x) is fast at evaluation but slow at generation

* A sampling model q(x) is fast at generation but at low quality
* Goal: adaptively use g(x) to generate at easy cases
* MCMC Sampling!
* We treat q(x) as a proposaldistribution
 Given a partial prefix x¥y ;, run g to.generate next K tokens x'
Evaluate p(x'|x).and q(x'|x), accept x" with prob. min (1, %) (parallel)
If rejection, re-sample x’ max(O,p(x’|x) — q(x’lx)) (autoregressive)
In practice, we can run-speculative sampling for multiple K

w13 Prove the corregtngssdnyaMrhomework © o8
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Beyond Autoregressive Generation

[INST]Write a poem for my three year old[/INST] [INST]Write a poem for my three year old[/INST]

Copyright @ 111S, Tsingua Univers]tv
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Faster Transformer Generation

* Reparameterization and distillation
* Pros: fast training and inference
* Cons: only works for continuous values

 Diffusion-based language model
* High complexity for generation and still low generation quality

* Multi-token prediction
* Trade generation quality/for speed

e Speculative decoding
* Most general approach to speed up generation
* Can be applied to any trained language model without modification
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Summary

* Language Model & Sequence to Sequence Model
* Fundamental ideas and methods for sequence modeling/tasks

e Attention Mechanism
* So far the most successful idea for sequence data in deep learning
* A scale/order-invariant representation
* Transformer: a fully attention-based -model for sequence data

* Speedup Transformers

* Generation is the key bottleneck for transformer models
* Acceleration byfaster attention

* Acceleration by non-autoregressive generation

* Model changes: distillation, diffusion, multi-token prediction
* Sampling methods: speculative"decoding™ ™" .
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